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ABSTRACT: The present paper summarizes recent work performed within the Joint Committee on Structural
Safety (JCSS) on the development of general principles for risk assessment for engineered facilities. The JCSS
principles are forming a part of the background for a new ISO Guideline on Risk Assessment presently in devel-
opment. The approach presented utilizes to a high degree the hierarchical characteristics of typical engineered
systems and introduces a quantitative definition of system characteristics such as exposure, vulnerability and
robustness. The approach suggested puts special emphasis on the assessment of so-called indirect consequences
associated with loss of system functionality and directly related to lack of robustness. The paper describes the
general principles proposed by the JCSS and outlines how these may be applied and implemented in practical

risk assessment and risk management contexts.
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1 INTRODUCTION

Ideally when engineering facilities and activities are
planned and performed the risks should be managed
from a holistic perspective considering all aspects of
the considered activity for what concerns possible
events which may lead to and/or influence conse-
quences of any sort. In reality such a holistic and
seamless assessment and management of risks is dif-
ficult to realize due to the way in which engineering
facilities and activities are planned and organized. Typ-
ically when considering the process of planning and
executing larger engineering facilities and/or activi-
ties, several different fields of engineering and dif-
ferent types of systems and components are involved.
To facilitate efficient management, the process is tra-
ditionally sub-divided into a number of engineering
decisions (and areas of responsibilities) concerning the
individual components of the process. In practice there
are numerous examples of this; considering structures
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regulations and codes individually specify the qual-
ity of materials, quality of workmanship, reliability
of structural components, etc. In tunnel project as an
example, several different types of systems and com-
ponents including electrical systems, pumps, cameras,
sensors, structural elements, drainage systems, etc. are
put together to form a new joint functionality. Each of
the components is designed according to regulations
and/or codes which did not explicitly foresee that they
would find application in a tunnel project. A com-
plex project may in this way been considered as an
assembly of standard components integrated in a spe-
cific and often unique context. Managing risks may
be performed by selecting components which individ-
ually have an appropriate reliability and by assembling
these such as to ensure an adequate reliable joint func-
tionality. Realizing the characteristics of engineered
systems such as the implicit hierarchical construct as
outlined in the above may provide means of improving
approaches for the assessment of risks of such systems.



In this light the Joint Committee on Structural Safety
has established a guideline for risk assessment in engi-
neering. The present paper provides an outline of the
main contents and ideas contained in this guideline.

2 DECISIONS AND DECISION CONTEXT

If all aspects of a decision problem would be known
with certainty the identification of optimal decisions
would be straightforward by means of traditional cost-
benefit analysis. However, due to the fact that our
understanding of the aspects involved in the decision
problems often is far less than perfect and that we are
only able to model the involved physical processes as
well as human interactions in rather uncertain terms
the decision problems in engineering are subject to
significant uncertainty. Due to this it is not possible to
assess the result of decisions in certain terms. There
is no way to assess with certainty the consequences
resulting from the decisions we make. However, what
can be assessed is the risk associated with the different
decision alternatives. If the concept of risk as the sim-
ple product between probability of occurrence of an
event with consequences and the consequence of the
eventis widened to include also the aspects ofthe bene-
fitachieved from the decisions then risk may be related
directly to the concept of utility (von Neumann and
Morgenstern, 1943; Raiffa and Schlaifer, 1961) from
the economical decision theory and a whole method-
ical framework is made available for the consistent
identification of optimal decisions. This framework is
considered to comprise the theoretical basis for risk
based decision making and the following is concerned
about the application of this for the purpose of risk
based decision making in engineering.

2.1 Decisions and decision maker

Engineering decision making and risk assessment is
usually performed on behalf of society. It is thus use-
ful to consider a society as an entity of people for
which common preferences may be identified, exoge-
nous boundary conditions are the same and which
share common resources. It is clear that this defini-
tion may be applied to unions of states or countries,
individual states and countries as well as local com-
munities depending on the context of the decision
making, however, it is seen that the geographical lim-
itations are not essential even though they often in
reality are implicitly given by the other attributes. Con-
sidering a state or a country as a society it may be
realized that such a society may comprise a hierarchi-
cal structure of societies defined at lower levels, such
as cantons, municipalities and communities; each soci-
ety with their set of attributes partly defined through
the societies at higher level.
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Figure 1. Main constituents of systems in risk based
intra-/intergenerational  decision analysis, Faber and
Nishijima (2004).

2.2 System representation in risk assessment

In Figure 1 risk based decision making is illustrated in a
societal context from an intergenerational perspective;
see also Faber and Maes (2004). Within each gener-
ation decisions have to be made which will not only
affect the concerned generation but all subsequent gen-
erations. It should be emphasized that the definition
of the system in principle must include a full inven-
tory of all potentially occurring consequences as well
as all possible scenarios of events which could lead to
the consequences.

At an intra-generational level the characteristics of
the system consist of the knowledge about the con-
sidered engineered facility and the surrounding world,
the available decision alternatives and criteria (pref-
erences) for assessing the utility associated with the
different decision alternatives. A very significant part
of risk based decision making in practice is concerned
about the identification of the characteristics of the
facility and the interrelations with the surrounding
world as well as the identification of acceptance cri-
teria, possible consequences and their probabilities
of occurrence. Managing risks is done by “buying”
physical changes of the considered facility or “buy-
ing” knowledge about the facility and the surrounding
world such that the objectives of the decision making
are optimized.

A system representation can be performed in terms
of logically interrelated constituents at various lev-
els of detail or scale in time and space. Constituents
may be physical components, procedural processes
and human activities. The appropriate level of detail
or scale depends on the physical or procedural char-
acteristics or any other logical entity of the considered
problem as well as the spatial and temporal charac-
teristics of consequences. The important issue when a
system model is developed is that it facilitates a risk
assessment and risk ranking of decision alternatives
which is consistent with available knowledge about the
system and which facilitates that risks may be updated
according to knowledge which may be available at
future times.
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Figure 2. Representation of the mechanism generating
consequences.

2.3 Representation of knowledge

The Bayesian statistics is suggested as basis for repre-
sentation of knowledge as this facilitates the consistent
representation of uncertainty independent of their
source and type; purely subjectively assessed uncer-
tainties, analytically assessed uncertainties and evi-
dence as obtained through observations may be com-
bined. It has become standard to differentiate between
uncertainties due to inherent natural variability, model
uncertainties and statistical uncertainties. However,
whereas the first mentioned type of uncertainty is often
denoted aleatory (or Type 1) uncertainty, the two latter
are referred to as epistemic (or Type 2) uncertainties.
This differentiation is useful for the purpose of set-
ting focus on how uncertainty may be reduced but
does not call for a differentiated treatment in the deci-
sion analysis (Faber, 2005; Faber and Maes, 2005a).
For the purpose of decision making the differentia-
tion is irrelevant and not coherent with formal decision
analysis.

3 REPRESENTATION OF CONSEQUENCES

The risk assessment for a given system is facili-
tated by considering the generic representation of the
development of consequences in Figures 2-3.

Following (Faber and Maes, 2005b) the exposure
to the facility is represented as different exposure
events acting on the constituents of the facility. The
constituents of the facility can be considered as the
facility’s first defense in regard to the exposures. The
damages of the constituents are considered to be asso-
ciated with direct consequences. Direct consequences
may comprise different attributes of the facility such as
monetary losses, loss of lives, damages to the qualities
of the environment or just changed characteristics of
the constituents.
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Figure 3. Logical representation of interrelation between
exposures, constituent failures, sequences of constituent
failures and consequences.

Based on the combination of events of constituent
failures and the corresponding consequences indi-
rect consequences may occur. Indirect consequences
may be caused by e.g. the sum of monetary losses
associated with the constituent failures and the phys-
ical changes of the facility as a whole caused by the
combined effect of constituent failures. The indirect
consequences in risk assessment play a major role, and
the modeling of these should be given great emphasis
(Faber and Maes, 2004). Typically the indirect con-
sequences evolve spatially beyond the boundaries of
the facility and also have a certain sometimes even
postponed development in time.

The vulnerability of a give system (facility and the
rest of the world) characterizes the risk associated with
the direct consequences and the robustness charac-
terizes the degree the total risk is increased beyond
the direct consequences. These three characteristics
(exposure, vulnerability and robustness) which will be
defined in the following are only unambiguous subject
to a definition of the system.

In consistency with (Haimes, 2004) it should be
noted that very often the constituent in a facility
can be modeled as a logical system comprised by its
own constituents. A facility could be a road network
with constituents being e.g. bridges, see Figure 4. The
bridges in turn could be modeled by logical systems
with constituents being structural members. Depend-
ing on the level of detail in the risk assessment, i.e.
the system definition, the exposure, constituents and
consequences would be different.

The hierarchical risk assessment framework is
applicable at any level of scale for the assessment
of a given system. It may be applied to components,
sub-systems and the system as a whole; thereby the
framework also facilitates a hierarchical approach to
risk assessment. The definition of the system in this



Figure4. Genericsystem characterization at different scales
in terms of exposure, vulnerability and robustness.
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Figure 5. Risk indicators at different levels of the system
representation.

context becomes of tremendous significance in the
definition of exposure, vulnerability and robustness.
Due to the hierarchical structure of the risk assess-
ment, in terms of conditional events the framework
is greatly supported by modern risk assessment tools
such as e.g. Bayesian Probabilistic Nets and Influence
Diagrams, (Pearl, 1988).

3.1 Risk indicators

The presented risk assessment framework facilitates
a Bayesian approach to risk assessment and full uti-
lization of risk indicators. Risk indicators may be
understood as any observable or measurable charac-
teristic of the systems or its constituents containing
information about the risk. If the system representa-
tion has been performed appropriately, risk indicators
will in general be available for what concerns both the
exposure to the system, the vulnerability of the system
and the robustness of the system, see Figure 5.

In a Bayesian framework for risk based decision
making such indicators play an important role. Con-
sidering the risk assessment of a load bearing struc-
ture risk indicators are e.g. any observable quantity
which can be related to the loading of the structure
(exposure), the strength of the components of the

structure (vulnerability) and the redundancy, ductil-
ity, effectiveness of condition control and maintenance
(robustness).

3.2 Quantification of risk

Following (Faber and Maes, 2005b) the facility which
is considered subject to a risk assessment is assumed
to be exposed to hazardous events (exposuresEX ) with
probabilistic characterization p(EXy), k=1, ngxp,
where ngyp denotes the number of exposures. Gen-
erally exposure events should not be understood as
individually occurring events such as snow loads,
earthquakes and floods but rather as the effect of rele-
vant combinations of these. It is assumed that there are
ncon individual constituents of the facility, each with a
discrete set (can easily be generalized to the continuous
case) of damage states Cj;,i=1,2..ncon,j =1, 2..n¢;.
The probability of direct consequences cp(C;) asso-
ciated with the I”* of ncgry possible different state
of damage of all constituents of the facility Cy,
conditional on the exposure event EX) is described
by p(C;|EX}) and the associated conditional risk is
P(ClEX ¢ )ep(C)). The vulnerability of the system is
defined as the risk due to all direct consequences (for
all ncoy constituents) and may be assessed through
the expected value of the conditional risk due to direct
consequences over all ngyp possible exposure events
and all constituent damage states ncszy:
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The state of the facility as a system depends on the
state of the constituents. It is assumed that there
are ngsry possible different system states S, associ-
ated with indirect consequences ¢;p(S,,, cp(Cy)). The
probability of indirect consequences conditional on a
given state of the constituents C;, the direct conse-
quences ¢;(C;) and the exposure EX;, is described by
(S |Cy, EX;). The corresponding conditional risk is
PSm|Cr, EXi)ein(Sms cp(Cp)). The risk due to indirect
consequences is assessed through the expected value
of the indirect consequences in regard to all possible
exposures and constituent states, as:
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The robustness of a system is defined as the ability of
a system to limit total consequences to direct conse-
quences. This characteristic may readily be quantified
though the index of robustness /; (Baker et al., 2006,
Schubert and Faber (2007)):
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which allows for a ranking of decisions in regard to
their effect on robustness.

In the foregoing no mention was made in regard
to the time reference period to which the probabilities
and consequently also the risks have to be related. A
clear specification of these is of course necessary as
this will influence the decision making, the assessment
of risk acceptance as well as the general modeling of
uncertainties as well as the assessment of probabilities.

3.3 Comparison of decision alternatives

The basis for ordering of preference ordering of differ-
ent decision alternatives a = (a1, aa, .., an, ) is the cor-
responding risk or more generally the corresponding
expected utilities E[U(ay)],q=1,2, .ng:

Mg,

E[U(a)| = p(0,|a,)u(a,.0,) (4)

i=1

where E[] is the expectation operator, n,, is the num-
ber of possible outcomes O; associated with alternative
ay, p(O;lay) is the probability that each of these out-
comes will take place (given a,) and u(a,, O;) is the
utility associated with the set (a,, O;). This presen-
tation assumes a discrete set of outcomes but can
straightforwardly be generalized to continuous sample
spaces. Considering the consequence modeling pro-
posed in Section 3.2 Equation (4) can be rewritten as:

E[U(a,)] =
Z p(C, |EX, 1a,)ep(Cra, )p(EX,a,) +
=1 =1
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The simplest form of the decision analysis is the so-
called prior-analysis. In the prior-analysis the expected
utility is evaluated on the basis of statistical informa-
tion and probabilistic modelling available prior to any
decision and/or activity. In prior and posterior decision
analysis the optimal decision a* € a isidentified from:

max U(a') = max Ey [U(a,X)] (6)

where U( -) is the utility and X is a vector of random
variables representing all uncertainties influencing the
decision problem. Prior decision analysis thus forms
the basis for the simple comparison of utilities asso-
ciated with different activities and may therefore be
applied for purposes of ranking and optimization.
Posterior decision analysis has the same form
as prior decision analyses, however, changes in the

branching probabilities and/or the utilities in the deci-
sion/event tree reflect that new evidence has been
obtained or that the considered problem has been
changed as an effect of changes of the system or the
world surrounding the system.

Using pre-posterior decision analysis optimal deci-
sions in regard to knowledge improvement may be
identified. Furthermore, options are built in to the
decision making to accommodate for subsequent adap-
tation of actions which are optimal subject to the
improved knowledge. Such options may e.g. be for-
mulated as decision rules d(z) which specify the line
of action as a function of the achieved knowledge z.

In pre-posterior decision analysis the optimal deci-
sion a* € a is identified from:

maxU(a") = max E} [ Ex, [Ud(2),X)]] (7)

“and” refer to the probabilistic description of the
events of interest based on prior and posterior infor-
mation respectively.

Decision analysis can be either formal or informal.
An informal decision analysis can be understood as an
analysis where simplifications are performed either in
the probabilistic modelling or in the representation of
the event/decision tree. In general it is very difficult if
not impossible a priori to assess the validity of deci-
sions based on informal decision analysis and formal
decision analysis should thus be the general aim.

The decision theoretical basis outlined in the fore-
going may be readily applied for the identification of
optimal decisions in regard to risk management.

3.4  Feasibility and optimality

Different decision alternatives, e.g. in regard to dam-
age prevention, damage reduction and rehabilitation
will imply different potential losses and potential
incomes. Risks associated with different decision
alternatives may be understood as the expected util-
ity associated with the same alternatives and this
interpretation facilitates the application of the deci-
sion theory for the identification of optimal decisions
(Rackwitz, 2002). In Figure 6 an illustration is given of
the variation of utility, measured in terms of expected
benefit of an activity, as a function of different decision
alternatives.

Decisions which do not yield a positive benefit
(utility) should clearly not be chosen. Optimally the
decision yielding the largest utility is selected but there
could be constraints on the decision alternatives which
are not explicitly included in the formulation of the
utility function, e.g. set outside of the risk assessment.
In this case not all decisions with a positive utility
may be acceptable. Such situations may occur due to
the need to safeguard the individual in society from
consequences of societal decision making.
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Figure 6. Illustration of variation of expected utility (bene-

fit) as a function of different decision alternatives.

3.5 Life safety and risk acceptability

It is generally accepted that the decisions in regard
to the planning, design, execution, operation and
decommissioning of societal infrastructure should
take basis in an optimization of life-cycle benefits
using principles of risk assessment as outlined in the
foregoing.

However, in addition to risks due to economical
losses the decision maker has to take into account also
the risk of fatalities and injuries as well as potential
damages to the environment.

Rational risk acceptance criteria in the context of
societal decision making may be derived on the basis
of socio-economical considerations. In this context the
issue of concern relates only to involuntary risks. It is
assumed that risk reduction always is associated with
reallocation of societal economical resources. In the
context of societal infrastructure with a life time typi-
cally in the order of decades or centuries it is expedient
that such economical resources are allocated with the
highest possible efficiency and with due consideration
of intergenerational acceptability.

At the level of societal decision making an efficient
life saving activity may be understood as a measure
which in the most cost effective manner reduces the
mortality or equivalently increases the statistical life
expectancy.

The incremental increase in life expectancy through
risk reduction, the corresponding loss of economical
resources, measured through the Gross National Prod-
uct (GNP) together with the time used for work, all
assessed for a statistical life in a given society forms
the most important building stones for the assessment
of the efficiency of risk reduction measures. Based on
these demographical indicators the Life Quality Index
(LQI) facilitates the development of risk acceptance
criteria (Nathwani et al., 1997). The underlying idea
of the LQI is to model the preferences of a society
quantitatively as a scalar valued Social Indicator com-
prised by a relationship between the GDP per capita

g, the expected life at birth / and the proportion of life
spend for earning a living w.

Based on the theory of socio-economics the Life
Quality Index can be expressed in the following
principal form:

L(g.f)=g"f (8)

The parameter ¢q is a measure of the trade-off between
the resources available for consumption and the value
of the time of healthy life. It depends on the fraction of
life allocated for economical activity and furthermore
accounts for the fact that a part of the GDP is realized
through work and the other part through returns of
investments. The constant gis assessed as:

g=—— ©)

I-w

Every risk reduction measure will affect the value of
the LQI. The consideration that any investment into
life risk reduction should lead to an increase of the
LQI leads to the following risk acceptance criteria
(Rackwitz, 2002):

A8 5 Lo (10)
g gt

based on which the societal willingness to invest into
life saving activities (societal willingness to pay) is
assessed as:
SWTP=dg=-8¢ (11)
g

A given measure with the purpose of reducing risks
of life implies an allocation of dgand a corresponding
increase of life expectancy d/. Based on Equation (10)
the relationships between dg and d/ which lead to
increases in the LQI may be determined which in turn
can be utilized for assessing the acceptable probabil-
ity of different types of failures of relevance for a
considered system.

Considering structural reliability applications the
relative change in life expectancy % may be exchanged
by a change in mortality dpas (Rackwitz, 2005):
of

= Cdu=C kdm (12)

where dm is the failure rate and C, is a demographical

economical constant corresponding to a given scheme

x for mortality reduction and k is the probability of

dying given a failure. Finally there is:

dC, =£.C N, kdm (13)
q

where dC, are the annual investments which should

be invested into life safety and Npg is the number of
persons exposed to the failure.



3.6 Sustainable discounting

Discounting of investments may have a rather sig-
nificant effect on decision making. Especially in the
context of planning of societal infrastructure for which
relative long life times are desired and for which also
the costs of maintenance and decommissioning must
be taken into account the assumptions in regard to dis-
counting are of importance. Considering time horizons
of 20 to 100 years (i.e. over several generations) dis-
counting should be based on long term average values,
free of taxes and inflation. In the private sector the long
term real rate of interest is approximately equal to the
return which may be expected from a risk free invest-
ment. In the public sector the discounting rate, also
in the context of life saving investments should corre-
spond to the real rate of economical growth per capita
(Rackwitz et al., 2005). This corresponds to the rate
at which the wealth of an average member of society
increases over time.

3.7 Risk treatment

The various possibilities for collecting additional
information in regard to the uncertainties associated
with the understanding of the system performance as
well as for changes the characteristics of the system
can be considered to comprise the total set of options
for risk treatment. The risk treatment options may in
the context of risk based decision making be consid-
ered the available decision alternatives or options. Risk
treatment is decided upon for the purpose of optimize
the expected utility to be achieved by the decision
making.

Following the previously suggested framework for
risk assessment, risk treatment can be implemented at
different levels in the system representation, namely
in regard to the exposure, the vulnerability and the
robustness. Considering the risk assessment of a load
carrying structure risk treatment by means of knowl-
edge improvement may be performed by collecting
information about the statistical characteristics of the
loading (exposure), the strength characteristics of the
individual components of the structures (vulnerabil-
ity) and by systems reliability of the structural system
(robustness).

Risk treatment through changes of the system char-
acteristics may be achieved by restricting the use of
the structure (exposure), by strengthening the compo-
nents of the structure (vulnerability) and by increasing
the redundancy of the structural system (robustness).
Depending on the budget limitations of decision mak-
ers it may be relevant to consider transferring risk
due to extreme losses to a third party. This risk
treatment approach transfers a possible small risk
associated with potential large losses in return for a
payment which under normal conditions exceeds the
actual risk.

Finally as indicated in Figure 2 indirect conse-
quences due to the perception of the public in con-
nection with events gaining the interest of the media
can be associated with very severe socio-economical
losses; such losses may be due to political pressures
to react to disasters or severe accidents in contradic-
tion to optimal decisions or before a decision basis
has/can be established at all. Different individuals
and different groups of individuals in society per-
ceive risks differently depending on their own situation
in terms of to what degree they may be affected
by the exposures, to what degree they are able to
influence the risks and to what degree the risks are
voluntary.

Being provided with transparent information in
regard to the nature of exposures, possible precau-
tionary actions, information on how risks are being
managed and the societal consequences of irrational
behavior reduces uncertainties associated with the
understanding of risks of individuals. This in turn
adds to rational behavior and thereby reduces follow-
up consequences. For this reason schemes for tar-
geted, transparent and objective information of the
stakeholders is a highly valuable means of risk
treatment.

4 CONCLUSIONS

Engineering decision making is a complex issue due
to often very significant potential consequences and
substantial uncertainties. In addition engineering deci-
sion making increasingly necessitates a holistic and
integral consideration of technical, environmental and
social aspects and thus requires the involvement of
expertise across disciplines of very diverse back-
ground. The continued successful development of
society as well as the general competitiveness in
engineering depends on the efficiency of identified
options for the management of risks as well as for
the communication of the basis for decision mak-
ing to all stakeholders. This situation calls for the
development of a unified framework for risk based
decision making which is general enough to accom-
modate for the special needs of different application
areas but at the same time specific enough to ensure
a sufficient degree of consistency in modeling and
theoretical basis.

The present paper presents an outline of such a
framework, recently developed by the Joint Committee
on Structural Safety. The presented framework should
be seen as a general philosophy and a set of prin-
ciples for risk based decision making rather that an
operational tool box. It is implicitly understood that
the user of such a framework will appreciate the need
for engaging experts and or appropriate tools in the
implementation of the proposed framework.
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